Eastern Illinois University

The Keep

Masters Theses Student Theses & Publications

1974

Comparisons of Phonetic Context Distributions in
Lexical and Adult-Generated Nonsense Utterances

Patricia Diane Frankland
Eastern Illinois University
This research is a product of the graduate program in at Eastern Illinois University. Find out more about the

program.

Recommended Citation

Frankland, Patricia Diane, "Comparisons of Phonetic Context Distributions in Lexical and Adult-Generated Nonsense Utterances”
(1974). Masters Theses. 360S.
https://thekeep.eiu.edu/theses/3605

This is brought to you for free and open access by the Student Theses & Publications at The Keep. It has been accepted for inclusion in Masters Theses

by an authorized administrator of The Keep. For more information, please contact tabruns@eiu.edu.


https://thekeep.eiu.edu
https://thekeep.eiu.edu/theses
https://thekeep.eiu.edu/students
www.eiu.edu/commdisgrad
www.eiu.edu/commdisgrad
mailto:tabruns@eiu.edu

PAPER CERTIFICATE #2

TO: Graduate Degree Candidates who have written formal theses.

SUBJECT: Permission to reproduce theses.

The University Library is receiving a?number of requests from other
institutions asking permission to reproduce dissertations for inclusion
in their library holdings. Although no copyright laws are involved, we
feel that professional courtesy demands that permission be obtained
from the author before we allow theses to be copied.

Please sign one of the following statements:
Booth Library of Eastern Illinois University has my permission to lend

my thesis to a reputable college or university for the purpose of copying
it for inclusion in that institution's library or research holdings.

Date Author

I respectfully request Booth Library of Eastern Illinois University not

allow my thesis be reproduced because mz’: A mm ~/

M [r‘d 197 ¢

Date

pdm



—

OMPARISONS OF PHONETIC CONTEXT DISTRIBUTIONS

IN LEXICAL AND ADULT-GENERATED

NONSENSE UTTERANCES

(TITLE)

- BY

PATRICIA DIANE FRANKLAND

THESIS

SUBMITTED IN PARTIAL FULFILLMENT OF THE REQUIREMENTS
FOR THE DEGREE OF

MASTER OF SCIENCE =~

IN THE GRADUATE SCHOOL, EASTERN ILLINOIS UNIVERSITY
CHARLESTON, ILLINOIS

1974

YEAR

| HEREBY RECOMMEND THIS THESIS BE ACCEPTED AS FULFILLING
THIS PART OF THE GRADUATE DEGREE CITED ABOVE

o Dee 7Y

DATE

/o De,,'—]»f\ﬁ

DATE




ACKNOWLEDGMENTS

I would like to express my grdtitude to the following pebple who have

- gix)en their support and help in the completion of this étudy.
To Dr. Lynn Miner and Dr. Ief-ry’ Griffith, vaish' to express my thanks

~ for the adviseément given and revisions made on my thesis.

I wish to extend my gratitude to the sixfy—three Eastern college
.s’tudvents whov partiéipated in my rese.arch and gave me a few minut‘e‘svof
~ their time. ‘Alsb, a big fhéﬁks goes to Linda Huddléstu‘n fdf her time
| given in typing my thesis. |
A vspeci‘alb thanks goes to my pafents and family who Have 'given me

~encouragement and hélp throughout my college career.

i

319495




TABLE OF CONTENTS

\ , o ACKNOWLEDGMENTS . . . « . . . o+ . .. .. ii
LIST OF TABLES . . S v
I INTRODUGTION . . . o o e eie e 1
'11 A‘ REVIEW OF LITERATURE . . . . . . .. ... .. 6
M METHODOLOGY . . . « « v o o oo ... .. 36
v SUMMARY AND CONCLUSIONS . . . . . . . . .. 43
APPENDIXT . . . . o o o . . . ca e e 'ss“
APP‘ENDD(II‘ 56

APPBNDM III . . . . . . . . . . . . . . .‘ . . o 57

APPENDIXIV . & & v v v v v v o o v e e o w o 97
APPENDIXV . . v v v v v v v v v v v v v o . . 98
CAPPENDIXVI . . i . v v v i e e e w e . . 99

BIBLIOGRAPHY . . . . . . . v v . . . . . ... 100

i



LIST OF TABLES

Mann—Whitney U Comparison Between Thorndike-

Lorge and Nonsense Utterances for Consonants .

Mann-Whitney U Comparison Between Thorndike-
Lorge and Nonsense Utterances for Vowels .

iv

Page

. 45

45



CHAPTER 1
IN TRODUCYT ION
’ Q.ur'lan,guavge, cohtains mény words. ‘ Peop’le s,eerri to a'gree‘that these
wofds,differ from one éno,thver‘ in ie‘ngth, frequency of ﬁsaée, and sound
‘vus‘age. However, what constitutes human word éhoice and make-up
.seems to be a contfoversial point. "Words are not u’sefﬁl because they
ére ‘fre'quent‘, but frequent because they are usef‘ul"' (C. K. Ogden, 1927) .
If seems that words such as "the," "for," "a," "and., "'," and "in"' are
‘u.sed many times in our everyday communication. - Is there areason why
this occﬁré ? | |
Speech is oniy  a form of human communication (Zipf, .1965) . Zipf
épplied. Sfatistical principles to _the. "observable phenomena of the stré.am..
of speech" (1965) and found that probably "the most striking feature of‘
words ‘is_ difference in ilengths" (1965). They can range in length from
one phoneme to a sequence of pﬁonemes. Of greater importance for this
Studyﬂ, he"no‘ted that shorter words occurred moré ffequently. After study-—
ing ‘ma_ny languages and speech units of various sizés from phdnemes,
_syllabl‘e»s , words, and sentences, he formulated his Law Qf Abbfeviation. |

It states that "the length of a word tends to bear an inverse relationship



~ to its relative frequency" (1965). This Law of Abbreviation seems to hold
for other sizes of speech units. Another name for this concept is the Law
of Economy of Effort. In simpler terms, ‘peopl‘é would rather use shorter
words that-require the least amount of effort.

The most remarkable feature of Zipf's Law is the orderliness of the
frequency distribution of words in the Speech stream. Just as the words
vary in their rank order of frequency usage, so do the phonetic contexts,
syllables, and phonemes that make up these words. For this study,

phonetic context is defined as the totality of phonetic conditions affect-
ing the pro‘ductio’n of a given speech sound (Evans, 1974). Thus, Zipf's
Law predicts that phonetic contexts vary in their frequency of occurrence.
Why does this relationship exist?
Faced with this massive statistical regularity, you have

two alternatives. Either you assume that it reflects some

universal property of the human mind, or you can assume

that it represents some necessary . consequences of the laws

of probability. Zipf chose the synthetic hypothesis and

searched for a principle of least effort that would explain

the apparent equilibrium between uniformity and diversity

in our use of words (Zipf, 1965). :

' Simply put, there seems to be two possiblé explanations concerning
this relationship between word length and frequency: "(1) the length is
~a cause of the frequency of usage, or (2) the frequency of usage is a
cause of the length" (Zipf, 1965). It does not seem feasible that the

shortness of a word could cause its frequency of occurrence because a

speaker selects his words according to the meanings and ideas he wants



to convey and not according tb lengths. Thus, there seems to be no
plausiblé reason to support the idea that a word's small magnitude causes
its high frequency of usage (Zipf, 1965).

Another factor should be mentioned in the analysis of speech-sound
oécﬁrreﬁcé—ébmpafative philology (the science of language meaning).
Philological smdy(Zipf, 19 65) shows that the articulation Qf‘any phoneme
is favored more in certain positions than in o‘thers ,v depending upon the
adjacent sounds. The basis for these productions is found in a principle
of coarticulation. Namely, ease of production is greater wheh .the vocal
meéhanism producing the sound is already, to some extent, arranged for
the following sound. Thus, because of thé brgavnization of the vocal
mééhanism, any given phoneme is‘easier to produce in éome phonetic
cbntéxts than in others--coarticulation effects. Ease of production de-
pehds upon the structure of the combinations in which the phoneme
occurs (Zipf, 1965; Evans, 1974). Consequently, it is provbable that
people arrange their vocal mechanisms for sound combinations where the
productién is comparativelyi smooth, this is the most favorable position of
the phoneme. However, favorable position is a matter of degree. Thus,
frequency of occdrrence varies in an orderly manner (Evans, 1974).

Now the varying degrees of difficulty in the articulation

of a phoneme resulting from the different combinations in which

it occurs, tqgether with the various relative frequencies of

occurrences of the phonemes in its different combinations,

may introduce a modification in the normal distribution of

speech-sounds about the phonemic norm, which,it seems,
‘may well be termed 'skewness' (2ipf, 1965).



STATEMENT OF PURPOSE

Several factors of speaking are 'impoftant to phonetic context |
,(Flefning', ‘19'71’) . 'YAmohg those related fo phonetic context are ease of
produétion, discrimination, and le"a‘rning. Thus, it seenis that speaking
people have a fepertoiré of phonetic contexts that they call upon in var-
ious degree.s. How can'épontaneous utterances be tested to verify this
fact and at the same time maintain validity? One answer might be to
ahaly‘zé, wo'rds‘ not based on prior semantic; learning and examine the re-
sulti‘ng‘ phdﬁetic confexts. Thus, adults could be asked to expressively
respoﬁd w‘ith’n_onlexical ifems ‘in an artificial situation. These nonlexicél o
utterance.s could be aﬁalyZed and rank ordered for phonetic confext. This

‘ ¢o.'uld, élso prove t‘he."c‘heory that phoﬁetic contexts occur in varying degrees.
The content validity of the Thorndike-Lorge list of 1,000 words, which was

the original locus of content study, would be measured, too.

Since previous studies have dealt with the rank orderings of phonetic
contexts, it would be important to find the contexts most frequently used
-in an artificial situation, >and whether people use certain phonetic con-
texfs mére often than others on a regular.bésis.
This was a study of content validity. Kerlinger (1_9 64) stated that
"Content validity is guided by"the question: Is the substance or content
of this measure representati\}e of the content or universe of content of the

property being measured?" Content validity in\)olves the adequacy'of the




sampling or the representativenesé of the part as a measi.xre for the whole.

Here, thé gnive_rse is phonetic cor’;te'xt frequency distributions, répresented
by the Thorndike-Lorge list of 1,000 most'frequently occurring words. But,
are the context distribu'tions in adhlt—generated nonéense utterances rep-
resentative of the universe ?

The purpose of this study was to compare the phonetic context distri-
butions in lexical and adult-generated nonsense utterances.

Specifidally, the following questions were posed at the onset of the
study. |

1. What is the resultant rank order of frequency of occurrence
of phonetic contexts in nonlexical utterances for the follow-
ing twenty phonemes: /t/, /s/, /V/, /z/,; /tf/, /dg/, /=/.
/*/, A/, /8%, /al/, /x/, /n/ /u/ /d/, /I/ /a/, /e/
/g/ and /i/?

’ ; -2, To what extent do the phonetic contexts of the nonlexical
il ' © utterances rank order themselves in a manner similar .to

} their frequency of occurrence for each of the twenty

} phonemes in the English language ?:

|\

Stated as research hypotheses:

I
‘ [
[i 1. The above twenty phonemes can be rank ordered according
|
5} to frequency of occurrence of phonetic contexts.
J ' '
|
I
|
|
|

2. There is no significant difference in the phonetic context
distributions in lexical and adult-generated nonsense
utterances.




CHAPTER II
REVIEW OF THE LITERATURE

Word c‘o‘unts ar e not new in the literature. Mény ‘_have be‘en ‘covmb_iled
over the years.. Godfrey Dewey (192 3) made an extensive study of the
fvrequency_,of occurrence of 'words’; syllables, and basic vowel and conso-
" nant sounds from written material. The Horns (E. Horn, 1925; M. D.
Horn, 1928) did a word count on children's language. In 19 30, French,
Cafter, and Koenig compiled an oral word count liét based on telephone
conveirsations‘termiﬁating in New York City. Travis (1931) and Mader
’(1931) also‘report'ed ranking of sounds according to their frequency. The
Thofndike—Lorge frequency lists (1944), which supplanted the earlier word
counts of Thorndike (1932), were developed from printed texts for both
adults and children. Rinsland (1945) completed a word list from school
wfiting. Another word list was compiled by Dale and Chall (19,4‘8) using
written te#ts. ‘Burroughs (1957) and Haywood (1959) compiled spoken
word counts based on children in interview situations and in free p_lay,
respectively. Language used in school texts has also been the basis for
word listsk(Fullmer and Kolson, 19i61; Olson, 1965), Howes (1966) ob-

tained a count of spoken language for adults by interviewing university



students and V. A. hospital patients. Jones and Wepmén (,19 66) did a
similar .co”unt for the Thematic ApperCepfion Test (TAT) p.rofocols of normal
adults. In 1967, Kucera and Francis compiled a word count based on K
,gen_eralwritfen American Ehglish. Emans (1969)’ based his word count on
common ‘sigh‘s. C‘J‘avrrdll (1971) has composed the most recent word count
based on oral language.

Past word counfs, based on purpose, sample sizé, source, Year, and

findings are summarized on the following pages.



Words, Their
Comparativ /sigH
Frequency and
‘What Can ze

Done With Them

count

day newspapers
published in
Buffalo, N. Y.
in July and

"August of
11909

| stitute ove:

NAME OF RE- ; : ’

THE STUDY SEARCHER YEAR PURPOSE SAMPLE SIZE - SOURCE FINDINGS
Literary Dewey, 1900 | Word count 60,000 words counted 60,000 éicd not itemize
Word Count Melvil ’ ' in English words in twelve the infrequent
o : literature 5,000 word selec- words counted,

tions from stan- so could not be
dard English 1lit- | used as a basis
erature for analysis of
syllables and
, ‘ sounds ~
The London Knowles, 1904 | word count fronm not given to 100,000 words of gives in fre-
Point Sistem Rev. J. - Bible detail, other 'passages from the | quency order,
VLSiE7 of than 100,000 English Bible and the frequency
Reading for the words from various of occurrence of
Blind ' : authors' the 353 most
: common words
(those words
which occur 25
times or more)
Six Thousand Eldridge, | 1911 | newspaper word | four different four newspapers ~gives the order of
Common English R. C. o issues of Sun- anc 34,98S% words frequency of

occurrence of the

6,002 different -

words founc in the
newspapers of
which the most .

- -y
frequent 750 con-
o
"o

of the whole :
material anaiyzed



__/

Sgelling

LAME OF RE-
T=L STUDY SEARCHER| YEAR | ' PURPOSE SAMPLE SIZE - SOURCE
' The Spelling |ayres, 1913 | letter word 2,000 people's | tabulates 23,629
Vocabularies Leonard count " letters ‘words from 2,00O
2f Personal P. ‘ o short letters
zr.d Business : -
_etters
The Child and |Cook, 1914 | word count from thirteen adult | adult letters of
5is Spelling W. A. adult corres- | family letters | correspondence
: and pondence '
O'Shea,
M. V.
Eoncre?e ) Jones, W. | 1914 word count in 15,000,000 15,000,000 words of]
.;ivsstlgatlon Franklin " written themes | words specifically writ-
of the Mat- : : ten grade themesjy
erial of EnglisH according to the
grade in which

each was first .
used by at least
2% of the students

FINDINGS

e

found 2,001 diff-
erent words and
reports frequency
of the more

common

gives several
alphabet lists,
with frequencies .
given; shows 186
words used by all
13 correspondents;

| 577 words used by

a majority of the
correspondents; no
clear statement-
made of the most

- frequent words or

their combined
frequency, only
5,200 different
words are found in
the total 200,000

found 4,532
different wordsj.
1ists 100 ' .
"speliing demons"

-or the most 100

frequently mis-
spelled words, but
gives no direct
information as to
the relative
frequency of words
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NAME OF RE-
_THE STUDY SEARCHER | YEAR -PURPOSE SAMPLE SIZE SOURCE FINDINGS
A Measuring Ayres, 1915 written word 12,500 persons based on the mat- 368,000 written
Scale for Leonard count ’ erial of the lists |words; more than
Ability in P. of Cook, Knowles, |2/3 of the words
Spelling Eldridge, and came from personal
Ayres properly and -business '
weighted and com- letters; gives in
bined and reduced order of frequency
to a basis of the frequency of
occurrence per each per 100,000
100,000 words words; the most
common 1,000 make
{fup 91,899 per
100,000; and the
100 most common
words make up
59,591; 1lists in
alphabetical order
with frequencies,
the second and
third most
common 1,000 words
Teacher's fhorndike, 11921 |written word 41 sources of a count of 4,565 000|counted only ,
Word Book Edward Lt (re- |count writing from words from litera- |lexical units, to
Lorge {vised adults and ture for children; |[make an alphabet-
Irviﬁg 1931-2 children words from the ical iist of
1944 Bible and English 1¢,000 words most

classics; elemen-
tary school text
books; books about
cooking, sewing,
farming and the

ltrades; daily

newspapers and
correspondence

frequent; a mea-
sure of range and
frequency of word
occurrence are
both given.
(Range=how many
of the 41 sources
used the word.)
(Frequency= how
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NAME OF ‘RE-
_THE STUDY SEARCHER| YEAR PURPOSE SAMPLE SIZE. SOURCE FPINDINES
-often it is used.
The measure of '
range andé fre-
quency of occur-
rence are given by
the crecit number
following the
word. (Credit.
number of 49 or
over means word:
is in first 1,000;
29-48=second
1,000; 19-28=
third 1,000.)
1932 200 sources as above gave 20,000 most
revi- : frequent words
~sion :
1944 } sources from as above; but was counted over &%
revi- first two first two studies, | miliion words in
sion studies plus plus three other three last counts;
three other counts, including | lead to list of -
~counts .Lorge's magazine 30,000 words of
' word count frequency
Relativ /[si¢/ |[Dewvey, 1923 | to determine 5,000 sources 15% newspaper Nearliy 211 pceviou
Frequency of Godfrey | re- relative fre- of written, editorial studies had dealt
English Speech ~ vised| quency of spoken, and _ English with wholly the
Sounds 1950 occurrence of printed mat- 15% newspaper news | freguency of words
' simple sounds erial English founcd 10,161
and sound com- 15% modern fiction | different words in
binations in 5% novel 100,C00; iisted
- written and - 5% short story | according to the
5% drama following:

spoken English,




NAME OF

RE-

YEAR

PURPOSE

SAMPLE SIZE

 SOURCE

FINDINGS

_THE STUDY _

SEARCHER

plus the fre-
quency of
syllables and
words

10% modern
American
speeches

5% personal corr-
espondence

5% business corr-
espondence

5% modern adver-
tising

5% religious Eng-
lish--Bible,
sermons, edi-
torials

5% (popular)
scientific
English maga--
zines .

5% modern "spe-
cial articles"
from maga-
zines

5% magazine edi-
torial English

5% Saturday Even-
ing Post

5% Literary Digest

a.) Dphonetic-
ally transcribed
in notation based
on Revised Sci-
entific Alphabet
(based on 48
sounds);

b.) analyzation
of phonetic trans-
criptions with re-
spect to syllables

c.) analysis of
separate single
sounds, with every
variant of a singl
root treated as a
separate word :
Found 10,119 diff-
erent mcrds arr-—-
anged in order of
frequency of occ-
urrence. Ffound
1,027 most common
words based on
occurrence more
than 10 times each
Used the Standard
Dictionary (Ffunk &
Wagnalis, N. Y.).
total of 143,000
syllables for the
10C,0C) words; the
1,370 most fre-
querit of these
syllables formed



NAME OF
_THE STUDY

RE-
SEARCHER

YEAR

' SOURCE

13

F.L&'DJ.¢I°

"Conversation
Among Children"

Zyne, .

Claire T.

1927

PURPOSE

analysis of
children's

+tendencies in
‘unhampered con-

versation

SAMPLE SIZE

31 third grade
children

1 All conversations .

13 boys and 18
girls in a free
conversation
periocd in the
Training School of
San Jose State
Teacher's College
during three
months, from March
10 to June 10, 1926
Done in two 15
minute conversation
periods each -day,
one at 9:00 a.m.
and one at 2:45 pJund

were recorded and
stenographically
transcribed later.

‘occurrences,

133,586 syllable
or
over 93% of the
total. Single

sounds counted

according to
occurrence in

I, M, or F in
syllables and
similarly in words
Also gave summar-
ies of occurrences
of proper names,
numerals, abbrev-
iations, and punc—
tuation.

found percentage
of discussion time
around certain
topics; percentage
of time talking
spent by each
speaker in the
conversation; per-
centage of total
number of words
used, and fre-
quency of use of
different parts of
speech _



NAME OF

RE-
SEARCHER

YEAR

PURPOSE

SAMPLE SIZE

14
FINDINGS

THE.- STUDY

"The Commonest
Words in the

Spoken Vocabu-
lary of Chilid-
‘ren up to and
Including Six
Years of Age"

ﬁA Basic
Writing Voc- -
abulary"

Horn,
Ernest

Horn,
Ernest

1925

1926

find words used
most up to age
six - :

to compile the-
10,000 words

“most commonly
used in writing}

over 150
children

untold amount
of adult corr-
espondence

-and P. C.

SOURCE

combined three
studies with:
Ernest Horn's 80
children from age
1-6 years; Mrs.
Horn's kindergarten
students of Iowa
and Minneapolis;
Packer's
first graders in
Detroit

business corres-
pondence, personal .
letters, letters
from people of more
than average lit--
erary ability,
letters printed in
magazines and
metropolitan news-
papers, letters

of application,
and letters of
recommendation,
other miscellan-
eous correspondence|
minutes, resolu-
tions, and comm-
ittee reports, ex-
cuses written to -
teachers by parents

from putting to-
gether these three
groups, found near
ly 5,000 differ-
ent words; found a
list,more limited,
that average ‘
first graders
shoulé know, by
finding words in
the first three
lists with a

total frequency of

15 or more to
make the list of
10,000 words :

all words, inclu-
ding slang, collo-
quial and supposed
ly slang words wer

.recorded, wit pro-

per names, words
of less than

four letters and
most prepositions
(41 mnre words)
deleted. Each.
form of a word
was tabulated
separately. All
abbreviations and
contractions were
recorded as writ-
ten; freguency
tabulations and
analyses of each



NAME OF
_THE STUDY

RE-

SEARCHER

YEAR

PURPOSE

SAMPLE SIZE

SCURCE

1§
FINDINGS

"The Words and
Sounds of
Telephone
Conversations™"

Re

French,
Norman

1930

find frequency
of occurrence
of words,
sounds, -

~syllabic struc-

ture, and con-
sonants

approximétely

3,800 different

speakers,
mainly adults

telephone conversa-

tions over typical
toll circuits ter-
minating in New

York; a woman ob-

| server recorded .
"certain parts of

speech for 1500
conversations;
next week she
counted only verbs
in 500 conversa-
tions; and the
next week, only
adjectives and
adverbs were
counted in 500

conversations; also

recorded for 150
conversations each

the

type of corres-~
pondence were
made separately;
from this then, a
percentage of
total words in
each category
which occurred
most frequently
was taken to
make up a gen-
eral-list of thne
110,000 words
most commonly
used in adult
writing® :

has tables listing
the most fre-
quently occurring
words, relative
occurrences of
sounds, syllabic
structure of words
and the percentage
of distribution of
consonants both
preceding and
following each

' vowel; comparisons

for words rere
made based on
ratios of totail
number of words to
number of differ-

‘ent words; ob-

tained approxi-



NAME Or

RE-

YEAR |-

SCURCE

16

_THE STUDY

"An Analysis of
the Conversation
of Children and
Adults"

SEARCHER

Nice,
M. M.

1932

PURPOSE

finding parts
of speech most
frequently
used by child-
ren and adults:

SAMPLE SIZE

four children
six adults

‘| were pronouns,

prepositions, con-
junctions, and
articies. The

‘entirety of all

conversations were
recorded.

Margaret Morce
Nice's four dau-
ghters, from age
30 months to 10
years, her hus-
band, and five
people in the fam-

ily from a course

of general conver-
sation in house-
hold activities

FINDINGS

mately 80,000
words, of which
less than 3% or

2,240 words were

different words.
The 50 most
common words were
different words
in the conversa-
tions listed ir
order of their
respective fre-
quencies of occur-
rence. Words wert
divided into
phonetic syllable:
then sounds, then
frequency of -
occurrence of eacl
sound was given.
Found /w/ to be
the most fre-
quently occurring
initial consonant.

In general, the
findings were tha
adults use more
nouns and pre-
positions and
fewer pronouns
and adjectives
than children.
Found a dgreat
difference in the
frequency of word



NAME OF
_THE STUDY

RE-"
SEARCHER

YEAR °

PURPOSE

SAMPLE SIZE

SOURCE

17

FINDINGS

for the adults and
in play with
children (no
subject suspected
his or her words
being recorded.)

counts for the
children and
adults based on
four categories

of 2% years;
3-4 years; 5-10
years; and adults.
for 5-10 years was
much agreement wit
the frequency of -
words and Horn's
(1943) 1list of
most common words
for kindergarten
children. Could
note a progressive
decrease in the
frequency of the
use of the word
uI"; decrease in
concrete and
vivid ideas to mor
abstraction; less
use of nouns and

-more of pronouns;

less use of ges-
tures and more of
prepositions, and
less emotional
speech with more
intellectual con-
tent and the
ability to draw
finer distinctions
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NAME OF RE- : -

‘THE STUDY SEARCHER] YEAR. PURPOSE SAMPLE SIZE SOURCE FINDINGS

The Basic Voca-|Horn, | last | to improve sel-}| 5,136,815 " Following sources Total number of

dulary of Busi-| Ernest &| c.w. | ection of words| words from were investigated:| words compiled was

ness lLetters Peterson,|{ 1943 | for spelling, adult business a.) vocabulary of}| 5,136,815. The

‘ Thelma ini- | and words letters business corres- words for each

tial | which present pondence class of business
work | 1little spelling " be) vocabulary of| were arranged in
1919 | difficulties personal letters alphabetical order
and : C.) vocabulary of| with the total
1922 letters of people frequency of each

with more than
average literary
ability

de.) vocabulary of
letters of appli-
cation and rec-
ommendation

e.) vocabulary -of

- adult writing,

other than
correspondence
f.) letters of a
single adult
written over a

period of 8 years.
All words were re-

corded, (including
colloquialism,
"obsolete" words
and slang, but ex-
cluding names of
persons, places
(proper names),
months, and days
or words of less
than four letters.

word, the compiled
frequencies were
also computated.
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RE- :
THE STUDY SEARCHER] - YEAR PURPOSE SAMPLE SIZE SOURCE FINDINGS
A Basic Vocabu- | Rinsland,| 1947 | written word 100,212 children|Children's writings{Tallied words
lary of Elem- Henry D. ; count grades 1-8 from 1500 selected |according to in-
entary School : ' schools in all flectional units
Children kinds of geo- (as did Horn,

' graphic, economic, |rather than by
and social areas lexical units as
in the U.S. Ob- did Thorndike).
tained all kinds of|Therefore, plurals
children's writings]etc. were tallied-
representing their |separately. Found
freest and most "125,632 different.
natural composi- words for a total
tions; this inclu- jof 6,012,359
ded personal notes,|running words.
poems, examination |Lists the first
papers, stories, 100; 500; 1,000;
compositions, arti-jand 2,000 words
cles for school for each grade.
papers, and reportsj
on projects, trips,
and observations.

Used only one
composition from
each child in
grades 1-8.
"Tested Word Dolch, ~ 1951 to ascertain 19,000 words=—- Used the words
Knowledge Vs. : word knowledge |100 children found in the

Frequency
Counts™

. Ee We

of children via
interview test
and frequency
count--Pre-
vious word
counts .iere
based on words

. children have

beginners in
grade one

Interview Vocabu-

lary Study and the

} word counts in the

Combined Vocabu-
lary List (1936).

Thus having 19,000 |

words from these
eleven counts.




20

NAME OF RE- :
‘THE STUDY SEARCHER{ YEAR PURPOSE SAMPLE SIZE SQURCE FINDINGS
spoken or Used pictures of To say a word was
written. These the objects them- known to the
word counts selves, or an majority of these
were based on explanation when children meant
what could then objects or pic- that 75 of 100 had
be used in tures couldn't be to know what it
basal readers. used. meant. Found the
| Therefore, the ' generated list to
“assumption was be useful. How-
that children ever, also found
are using all that children
the words they often appear to
know in propor- know a word
tion to the through oppor-
familiarity of tunity and -emotion
the words to al set. They do
them. However, not speak and
this was a write about every-
word count thing they know,
based on word but about inter-
knowledge, not ests, attractions,
word use. or things they -
have opportunity
to communicate -
about.
"The Relative Mader, 1954 | to find fre- 81 students in | were students of Found that five
Frequency of John B. ' quencies of grades 1-3 the Demonstration

Occurrence of
English Conson-
‘ant Speech
Sounds in Words
in the Speech of]
Children in
Grades One, Two,|
and Three"

occurrences of
consonants of

-English in the

I, M, F posi-
tions of words
for the child-
ren of this
age

School of Florida -

State University;
46 boys, 35 girls,
ranging in age
from 5-9 years to
9-0 years; was an
interview-type of

‘situation with

‘| sounds, /n/, /t/,

/d4/4 /r/, and /s/,
made up 49% of the
total occurrences
of all sounds re-
gardless of posi-
tion of occurrence
The general fre-

quency of occur-
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21

FINDINGS

‘analyzed each text

1of occurrence of

were not considered

questions directed
toward trips made
by the students,
movies, and school
activities. Each
interview was ap-
proximately 10
minutes. Record-
ed all conversa-
tions, then, from
this, made a type-
written copy of
each conversation,

to determine fre-
quency and position

each consonant
sound used. I=
first sound in word
F=last; M=all other|
/r/ was considered
a consonant even
when it appeared as
a vowel or semi-
vowel. Blends

as such, for ex-
ample, in /str/, /s4
was I, /t/=M, /r/=
F. Used Webster's
Collegiate Diction-
ary and the first
listed pronuncia-
tion of each word.

rence of conson-
ants was in the
same relative or-
der for both

boys and girlse.
Rank ordering of
frequencies were
in close corre-.
lation with those
found by Voelker
and Travis. Found
consonants did not
occur equally or
approximately
equally in the -
I, M, F positions
of words. Found
in all grade
levels that 5 con-
sonants occur in
the initial posi-
tion over 90% of
the time: (f/,
/My /vi/y 137,
and /hw/. Nine
sounds occur in
initial position
over 70% of the
[time. One sound
occurs in F posi-
tion over 90% of -
the time: /z/.
Every sound but
/d3/ was recorded
at least once in
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22

FINDINGS

"Quantitative
Study of the
Speech of
Australian
Children"

Harwood,
F. W.

1959

to record
speech of these
children in a
variety of sit-
uations to ob-
tain a speech
vocabulary rep-
resentative of
such children

24 "poor" child-
ren; aged 4
years, 11 month
up to 5 years

8 months

Utterances
transcript
children's
ances were
corded for
Australian

from

of
utter-.
re-

the
Council

for Educational

Research.

Speech

- was recorded by

stenographers.

every position.

{ Az/ did not occur

in the final posi-
tion. Four sounds
/s/y /6/y /w/, and
/h/ made up 46% of
all I sounds. Fiv
sounds: /n/, /d/,
/t/y /r/, and /z/
made up over 69%
of all F sounds.
True of all grades
and both sexes,

-there was little

variance between
the two for either
frequency or posi-
tion of occurrence
of sounds.

Obtained;approxi-

mately 12,700
. utterances of abou

99,000 running

{ words. Transi-

tions in sentence
structures were

. then studied.
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NAME OF RE-

THE STUDY SEARCHER

"A Beginning Fullmer,

Reading Vocabu-~| Daniel W

lary" and
Kolson,
Clifford
Je

"A Word Count Howes,

- of Spoken David

English"

1961

1965

PURPOSE

to develop a
word list to
"guide the
teacher in
developing a
word recogni-
tion necessary
for success in
beginning
reading"

spoken word
count

eleven basal
readers

41 adults

(20 sophomores,
21 hospital
patients) .

eleven basal
readers totalling
45 pre-primers,
primers, and first
readers published

_between 1954 and
1959

Used 20 students

from the. Boston
University School
of Medicine and
21 patients from
the Boston Vet-
erans Administra-
tion Hospital in
Massachusetts.

Recorded from 1960-

1965. Used inter-
view technique and

. recorded 250,000

words--50 inter-

Occurrence of
individual words,
according to a
frequency criter-
ian, and correla-
tion with the
Kindergarten Uniorx

 List and Dolch

Basic Sight Voc-
abulary (1951)
were tabulated.
Final list con-
tained 184 words.
Had a complete
overlap of this
list and the IXU
list. 64% over-
lap with this and
Dolch.

Transcribed into
Standard English
orthography with
variations in dia-
lect not consider-
ed and omitted
sounds in pro-
nunciation added.
Webster's Third
International
Dictionary used
for spellings.
FPound a total of
9,699 different
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FINDINGS

THE STUDY.

"Analysis of

the Vocabulary
of Seven Primary
Reading Series"

Dlson,
Arthur V.

1965

to check for a
smooth and pro-
gressive in-
crease in voca-
bulary develop-
ment between ang
among reading
series

i

seven basal
readers

| think of the poli-

primer, and first

views of 5,000
words each. Used
100,000 words from
student popula-
tion and 150,000
words from hospi-
tal patients. To
obtain a sample of
general conversa-
tion, the initial
stimulus for the
patients was, "Tell
me what brought youj
to the hospital;"
and, to the stu-
dents, "Tell me
about the field |
you're majoring in."
When conversation
lagged, the inter-
viewer would inter-
ject, "Tell me a-
bout your family,"
or "What do you

tical situation?”

seven basal readers
at the pre-primer,

reader levels--
The vocabulary of
each reader series
was placed in al-
phabetical order,

words of which
4,097 occurred.
only once in the
complete sample.
Student and
patient counts
were tabulated
separatelye.

Found uneven
transitions of
vocabulary devel-
opment both bet-
ween and among
reading series.
Found a core voca-
bulary of 92 words
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FINDINGS

A Spoken Word

Count

Jones,
Lyle V.

1966

to compare nor-

| mal to aphasic

adult speech

54 adults aged

ucational level
of second grade
to Ph. D. with
a preponderence

of older people

| then total number

of words and num-
ber of new words
introduced were
checked at each
level. Also gave
a count of fre-
quency of words
appearing in five
or more of the

| series.

| Speech was collec-
18-80; with ed-"

ted by asking each
adult to tell a
story based on 20

1 pictures from the

Thermatic Apper-
ception Test
(Murray, 1943).

“Was a more spon-

taneous speech
collection than by
many other means.

common to five or
more of the
series. '

Presents a com-
posite list of
different words
spoken by a
selected sample of
54 English speak-

ing adults. Gives

a frequency count

‘with which the

different words
were used. The
most frequent 33
spoken words were
found tc account
for more than 50%
of all words
uttered, averaged
over the speakers.
Found (as ZzZipf,
1935, 1949) that
the word length -
was related to the
frequency of usage
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26

FINDINGS

THE STUDY

Mean length of
first ten was 2.20
letters and second
ten was 3.70 lette:
Lists, in order of
mean relative fre-
quency, the 1,102
most frequent

fwords used by the

54 adults (all
occurring at a
mean rate of at
least 4 per 100,00C
Lists all words
spoken by at least
two respondents

in alphabetical
order under its
grammatical class
and all in ,
alphabetical order

. lcombined. Total

number of words
from the 54 speak-
ers was 136,450
with a range of
words per person
of 1,032 to 5,276.
Transcribed tapes
in traditional or-
thography with dia-
lectual variations
ignored and omittec
sounds in pro-
nunciation added
in transcription. .
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FINDINGS

A Spoken Word
Count

count word fre-
quency of
-spoken English

Wepman,
Joseph
M. and

Hass,
Wilbur

90 children;
30-5 yr. olds,
30-6 yr. olds,
30-7 yr. olds;
equally divided
lbetween boys
and girls into
three groups

1969

Each given a 20 car
array of the
Thermatic Apper-
ception Test =
(Murray, 1943) in a
single session.
Responses were re-
corded and trans-
cribed in tradi-
tional orthographye.
Dialectical varia-
tions were ignored
and omitted con-'
sonants or vowels
in pronunciation
were replaced in
transcription.
Punctuation was
added on the basis
of subjective
judgment.

—

Punctuation added
on subjective
judgment. In
sequential word
repetitions, only
the first occur-
rence of the word
was recorded. Sep-
arated words into
13 grammatical
classes.

TWOrdS were cate-
gorized for ana-
lysis by parts-of-
speech. Found 402
to be frequent at :
rate of at least 2
per 10,000. Words
are listed by fre-
quency of occur-
rence for parts of
speech and for
which of the three
age levels used
them. '
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"The Assessment
of Readability
by Noun Fre-
quency Counts"

A Comparative
Study of Voca- .
bulary Diver-
‘sity ’

Elley,

Warwick |

B.

Moe,
Alden J.

1974

"to compare the

- 2.)

to describe and
illustrate a
new means of
assessment of
the readability
of children's
reading mater-
ial; the basis
of which is a
noun rate

count per

given passage

vocabularies off
grade children
(speaking)
first-
grade primers

3.) first-
grade trade
books

20 secondary
school students

15 first grad-
ers

15 primers

15 trade books

Used a cloze test
with 10 prose
passages of
approximately 150
words.

15 first graders,
8 boys and 7 girls
for oral language
samples from 3
school districts
all in middle-
class socioecon-
omic status areas.
Were students
identified by
teachers to be of

average ability andj
! achievement. .

Mean
age=6-11 years.
Age range=6-4 to
7-4 years.
used were 15 pub-

lished basal reader

series. Used 15

trade books taken

from a list of 110
widely used trade
books. :

Primers

Found readability

‘of material can

be sensitively
measured by noun
analysis and fre-
quency counts.
Gives list of
mean noun fre-
quency levels and
suitable ages for
such reading
material.

1.) 1less vocabu-
lary deviation
among oral lang-

.uage samples than

written;

2.) in all 3 voc-
abularies, found
7,568 total words
and 1,183 differ-
ent words; ~

3.) the 100 words
most frequently
used in the oral

-] samples accounted

for 64% of the

total words used--
are listed accor-
ding to frequency
of occurrerice;

4.) 56 words were
common to at least
10 of the 15 oral
language samples--
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THE STUDY SEARCHER | YEAR PURPOSE SAMPLE SIZE SOURCE - FINDINGS - _

listed by fre-
quency of occur-
rencej;

5.) of all 15
primer samples,
found 7,533 total
words and 738
different words.
6.) the 100 most
frequently used
words in the
primer samples
accounted for 67%
of the total words
used--listed by
frequency of
occurrence;

7.) 50 words were

common to at

least 10 of the 1t
primer samples—
listed by fre-
quency of occur-
rence;

8.) of all 1S
trade books, has
74539 total words
and 1,536 diff-
erent words

9.) most fre-
quently used 100
words accounted
for 56% of the
total words used--
listed by fre-
quency of occur-
rence;
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30

FINDINGS

PURPOSE

10.) 46 words
common to at

least 10 of 15
trade books--
listed by fre-
quency of occur-
rence;

1l.) comparison
of oral and primer
vocabularies shows
1,183 different
words in the
combined oral
samples; 738 diff-
erent words in
combined primer
samples; with 379
words common to
both vocabularies;
12.) comparison
of oral and trade
book vocabularies
show 14183 diff-
erent words in the
combined oral
samples, 1,536
different words

in combined trade
book samples, with
515 words common
to both vocabu-
alries; ,

13.) in analysis
of variance, the
primer vocabu-
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SOURCE

FINDINGS

laries means

were considerably
lower than oral

or trade book
vocabulary meansj
l4.) vocabularies
of children's
samples reflected
much more diversit
than the primer
samples; .

15.) chance o
finding vocabulary
items common to
many oral or prime:
samples is rela-
tively smallj; ~
16.) no signifi-
cant difference
between oral and
trade book vocabu-
lary diversity but,
trade books are
more diverse in
vocabulary than
primers;

17.) only 32
words in common

on the 100 most
frequently used
words from the
oral language and
trade book sampies
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For the present study, a word will be defined as an articulate sound
or series of sounds that symbolize and communicate an idea. Words may

be two types—-relatibnal or notational. Relational words present relation-

ships between ide_as of thought, such as with. Notational words express
ideas-vas terms of thought, such és blue. Words are used as signs df
conéept‘ion'.

‘ Word _frequency and phonetic contexts of words are relevant to speech
pathology. When working with children with articulation errors, speech
pathologisfs would be interested in which phonetic contexts occur most
freq_uently for the misarticulated sounds. These contexts are heard more
frequently in speech. Thus ,-when establishing the initial goals and lim-
itations according to need, they should be based upon those words and
contexts that occur with the greatest frequency. Thére would be litt‘lé
reason to émphasize words and sound combinétions that occur infrequently.

In early years, the main use for word counts was to establish a list
of words to be used for basic children's reading books. HoWever, these
‘word counts did hot consider the graphemic and phonologicai 'word struc-
tures and the contexts within which the words occurred. In 195’1, Dolch
found that word frequency lists do not always correlate with vocabulary .
lists. Thus, one possible use of word frequency coun_ts is to select

reading words.
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A second use of word counts is to find children's interests (Zyve, |

1927; Nice, 1932). Theée studies ‘find differences in what children of
- various ages focus their attention upon. Words that have an apprent
réferential .fur;ction are then examined.

A fhird approach is to look at yvord ﬁsage as‘ " indic.:ative‘of parametérs
of léxical organization, as a structural ‘chérac;eristic of the speaker"v
(Evans, 1974). The intéfest here would be the properties of vocabulary
distributibn uséd in the f‘;equently occurring words. Zipf (1965),
Mandelbrot (1961), Carroll (in Kucera and Francis, 1967) and Rapoport
(1964) conducted research in this area. Relationships between age and
change to adult usage, and how the semantic nature of new vocabulary
wofd develops have béen established (Leopold, 1953-54; Straight, 19 68).
However, this research has never elaborated'on its developmental and
psychological implications.

If Zipf's Law is true, a great deal of overlap among the most fréquently
occurring wdrds would be expected. The Thorndike-Lorge (1944) word
count was the ‘largést of frequency counts. It was based on word frequency
in the Bible, textboo.ks, reader, English classics, books for children in
grades three through eight, recent and popular magazines, and miscella-
neous adult and jgvenile reading. Its size and scope implies a sﬁaller
sampling error. Thué, Griffith and Miner (1973) selected it as the basis of

comparison with other word lists. A comparison between the first 3,000
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words in the Dale-Chall (1948) list revealed an 82% overlap. The Thorndike-
Lorge list was then compared with an oral language sample list by Black
(1955). Between the first 1,000 words from both lists, an‘88% overlap wavs
found. Comparison of the first 1,000 words from the Thorndike -Lorge list
and Carroll (1971) list revealed a 93% overlap. hThe high percentage of
overlap is amazing since fhese lists‘ weré based on a variety of sources
(oral, print, adult, and children). Due to sampling error and proper name
usage, a complete (100%) agreement would not‘be expected.

Research has been conducted based upon the Thorndike-Lorge lisf.
In 1973, Gr‘iflfith and Miner analyzed the phonetic context distributions for.
thel/r/ and'/s/ among the first 1,000 Words.- Dorn (1973) and Schneider
(1973) compared the first 1,000 words to the next 1,500 Thorndike-Lorge
words for the /r/ and /s ' 1/, respectively. The proportions and rank
orderings of phonetic contexts were not stétistically dviffe'rent from Griffith
" and Mirer's research. Additional studies have been done to find the rank
orderings for /z/, /Af/., /ds /., & /. A& /., and /f / from the first 1,000
words. Thorndike-Lorge termed the first 1,000 words as first and s‘econd
gra‘de level and the next 1,500 wox;ds as third and fourth grade level. THhe
agreement of findings supports the hypothesis that analysis of words beyond

the fourth grade level would show similar rank orderings of context frequency.

Summary and conjections.

From this review, four primary findings predominate:
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Words are phonetic units that vary in frequency.

Mariy word counts have been compiled for various reasons.
The Thorndike-Lorge list seems to be a statistically valid
word frequency list for ‘analyzing phonetic contexts.

Words ‘and théir most frequent phonetic contexts are im-
portént to speech pathology as a means of analyzing

and limiting therapy‘matefial for speech rehabilitation.

From these summarizations, it may be conjectured that:

1.

It is use,ful to review past studies and analyses of words
and their phonetic ‘con'texts . But,

the analysis of spontaneous human speech, not depondent
upon any past iearning, is of equal importance. And,

the comparison of past lexical word counts and analyses

of phonetic contexts of spontaneously generated non-

sense utterances of adults today is relevant to speech

pathology because of its need in speech rehabilitation.



CHAPTER III

"METHODOLOGY

The subjects, procedures, and equipment used for this study are

discussed in this chapter.

Selection of subjects.

- For this study, sixty subjects were chosen from college students at
Eéstern Illinois University,‘ Charleston, Illinois. The ad.ults,ranged frém
freshmen to graduate students. Those with severe organic diso‘rders, such
- as cerebral palsy and cleft pa‘late , foreign students, and those who‘hacvl
any additional speech disorders, such as articulation errors, were ex-
cluded from the study. One verbal directive from the Length-Complexity
Index (Miner, 1969) was used to evoke a cbnvefsational sample of speech:
for judgment of adequacy, specifiéally‘, "Tell me about your family."

| Excluded from the study were those students who héd been or présently
were in exceptional ability classes or EMH (Edgcably Mentally Handicapped)
classes in an attempt to get an"average" intellectual range of adults. Also
excluded were students who had hearing losses. Subjects had to pass a
25 dB hearing screening test at 500, 1‘,000‘, 2,000, 4,00‘0, and 8,000

| Hertz air conduction.

36
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Selection of stimulus, a pilot study.

Since no standardized method of eliciting nonsense utterances from
adults exists, a stimulus method was selected. It consisted of a short
story with fhe key words deleted. Thie subjects were to fill iri the blanks
with nonsenvse. WOrds.

A pilot study using three subjects, who met the_ previbusly stated '
selected criteria, was conducted to determine if nonsense utterances

could be elicited by this stimulus method. All three subjects filled in all

| thirty-four blanks with a range of responses for all twenty p‘honemes. The

rénge o.f'occurrence, for the consonants was from thirty-seven times to two
times. The /q/ occurred most frequently with thirty-seven occurrences;
/1/ was next with twenty-nine occurrences; and /r/ and /s/ followed with
tWe,nt?—eight occurrences. The range of occurrence for the vowels was -
from thirty -three to two times. The /a/ occurred most frequehtly with
thirty—threevoccurrences; /i/ followed with twenty-seven; and /u/ was

next with fourteen occurrénces. Thus, this stimulus method was used.

Selection of phonemesga_l_a_gtested.

Twenty phonemes from the English language, aé stated pre\}iously,'
were used in this‘ study as repreéentative of the distr’ibution.of order of
the remaining twenty.-three phonemes. The. first nine p»hon‘emes that were
chosen are‘ the nine most frequentiy misarticulated séuﬁds in the 'Englishv

language and, thué, are of special interest to the speech pathologist.
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The other eleven phonemes were chosen randomly from the remaining

thirty-four phonemes.

Method of testing.

| Sincé the pilot study wasl s'ucces'sful, that stimulus method was used
to elicit nonsense utterances. The adultvs chosénrfor the study were
" screened for speech and heér‘ing and had met the other selection criteria
as previously' 'étated. Each subject was tested individually in a speech
therapy room at the Eastern Illinois University Speech and Hearing Clinic '
between Iul}i 26 and August 2, 1974, and August 26 and 30, 1974. The |
instructions and story can be found iri Appendices 1 and'II, reSpectively.
Thé responses were recorded with a Rheem Califone TC-74 Solid Stéte
tape recorder on Scdtch Magnetic Tape, silicone .lubficated 1,5 mil ace-
tate backing at a épeed .of seven ‘anc.l one-half inches per second. These
responses were phonetically tr‘anscribed according to Kenyon and Knott
(1953). To have a response unit long enough for ana‘lysis, each subject

was required to produce at least thirty "word units."

Means of transcription and word analysis.

During the period of August 31 to September 9, 1974, the responses
of each of the sixty Subjects were transcribed phonetically. Each word
was divided into syllables, and an accent mark was placed above the

stressed syllable of each word.
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- Phonemes are pﬁysiologically influenced by adjacent phonemes. Thus,
phonetic contexts were classified as either singles (consonant-vowel
combinatibns) or blends (consonant-consonant-vowel combinations):.
Another aspect is. accent. Syllables may be accented or una‘ccen‘_ced.
Griffith and Miner (1973) reviewed the literature dealing with stress in re-
1ation to phoneticrcOntext analysis. |

Fry (1955) reports that vowels in stressed syllables have
longer duration than unstressed syllables. Bollinger (1955}
argues that intonation is crucial to stress identification. Mol
and Uhlenbeck (1955-56) point out that the ear as an acoustic
analyzer is particularly sensitive to differences in duration -
among syllables. A later study by Fry (1958) concluded that
both duration and intensity have influence upon stress per-
ception. Lieberman (1960) reports that stressed syllables
have higher fundamental frequencies, higher peak envelope

- amplitudes and longer durations than unstressed syllables.
Stetson (1951) concludes that stress production is the result
of increased intrapulmonic pressure, a conclusion essen-
tially supported by more recent electromyographic studies
(Ladefoged, Draper, and Whitteridge, 1958). Generally,
muscle activity increases during the production of stressed
syllables. 1 -

It is customary to classify positions of phonemes as initial, medial,
and final. This claésification will not be used in this study. Stetson
(1951) found that syllables were the basic phonetic units of speech and
each existed on a separate chest pulse. Each chest pulse defined a syl-

‘labic boundary. Griffith and Miner (1973) found that syllable boundaries

1Griffith, J. and L. E. Miner. "A Phonetic Context Approach to
Articulation Therapy.'" Paper presented at ISHA Convention. Eastern
Illinois University, Charleston, Illinois (March, 1973), p. 10.
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were also defined by differences‘ in stress of the succeeding syllable.
According to Stetson, the vowel is the core of évery syllable. The cbnéo—
nantv releases or arrests the vowel. Thus, the consoﬁant functions only
wlthin its syllables. Consequently, only initial (prevocalic) and final
(pdstvo.calic) consonantal positions are created. Keenan (1961) defirledAth‘e
medial position as beingl neither the first nor last sound in a word. He
labeled the medial position 'asVague and ambiguous. He supported a
claséification system based upon the relationship to its syllables.

"Thus, in this study, phonetic contexts were déscribed according to
their functions in the syllable-releasing (initial position) or arresting |
(final position), and described according to their appearance in accented

or unaccented syllables.

.I,ntra -examiner reliability .

Since the exéminer was the only experime‘nt‘er invélve’d in collecting
and franscri‘bing the nonlexical utterances, intra —examinér relial)ility
needed to be éstablished for the examiner's ability to transcrlbe, vsyllabify,
and accent these taped responses. Three taped samples were randomly
selected to determine this reliability. Two weeks after the initial tran-
scriptions, they were again transcribed.' Thirty-four wbrds were transcribecl
for each subject. The overall percentage of agreement between the tran-
écriptions wa‘s' 99%. This was interpreted to mean that the examiner's

reliability with herself was 99%. In repeated transcriptions,\99% of the

responses would be transcribed identically; one percent would not.
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Analysis of results.-

The p_urpose of this study was to compare the phonetic context
distributions _in lexical and a‘dult-g‘erlxerated nonsense utterances. The
reéulting rank order of the phonetic coﬁtexts' frequency of occurrence in
nonlexical uttérances was the first step in anal}rsis. Tﬁe folloWing steps
were taken to find the rank ordering for the twenty phpnemes . Grifﬁth
and Miner's (1973) method of analysis was used for the nonlexical
utterances. Each word was transcribed and then analyzed according to
vposi_tion in the syllable of the specific phoneme, syllabic accent (only to
one degree), and éontext of the phoneme. Thus, the transcribed phénetic
context was analyzed based on its occurrence in the releasing or arresting
position in the syllable, for consonants; in the initial, medial, or fiﬁai
posifion, for vowels; and in an accented or unaccented syllable.

.'The second question posed asked to what extent dq the phonetic
contexts of the nonlexical utterances rank order themselves in a manner
similar to their frequency of occurrence for each of the twenty phonemes
in the English language. To answer this, a difference test was run. The
information for the nonlexical utterances was-compared to that of the
lexical utterances. To analyze the data, Ma,n'n-Whitney U's, a test of
significant difference, were tabulated.

An alpha level of .05 was established. Thus, if the U score was sig-

nificant for that phoneme the rank order relationship between lexical and
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nonlexical utterances would not be similar. If the U score was not sig-
nificant, the phonetic contexts for that phoneme rank order themselves in

a similar way. in lexical and nonlexical utterances.



CHAPTER IV

RESULTS

The purpose of this study was to coinpare the phonetic context
distributions of the Thorndike-Lorge list of 1,000 most frequently occurring
words and adult -generated nonlexical utterances. This chapter reports the

statistical computations and interprets the results.

s | e———  ——— ——————— et

As previously described, the phonetic contexts Vfor each of the twenfy
pvho‘nemes were rahked according t’o their frequency of occurrence. The
resultant rank orderings arev found in Appendix III. These distributions
Wére the ba,bsis for comparison with the Thomdike-Lofge frequen}cyb data.

One research hypothesis for this study was: Thé nonlexical phonemes
can ‘be rank ordered according to frequency ofloccurrence of phonetic con-
texts. The data show that fhe twenty phonemes can be rank ordered to
frequency of occurrence in a manner similar to the Thorndike-Lorge data.
It was found that certain contexts occur more frequently tﬁan others and

can be listed according to frequency, as Zipf's Law would predict.

43
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" Comparison of rank orders for lexical and

nonlexical utterances.

‘,The second question asked in this study was: To what extent va1‘re the
phonetic context ‘d'istri‘butions of the Thox;ndike—Lorge list of 1,000 WOrdé
and adul_t-generated ‘nonlexical utterénces simiiar? Therefore, the tran-
scribed utterances ;/vere analyzed'using the Mahn Whitney U Test (Downie
and Heath, .197'0, PP. 270-73; Siegel, 1956, PPp. 117-18). The Mann
Whitnely U is one 6f the most powerful non-parametric tests (Siegel, 1956).
It is a Statistical measure used with independently drawn random samples
which may be of unequal sizes. It is the»most useful alternative 'to the
parémetric$ test to test for significant differences in samples.

U's were run for each of the twenty phonemes in each of their possiblev
bositibns of appearance. Blendsv and singles were analyzed separately.
A total of 82 U 's were run. An alpha level of .05 was set. Thus, va sig-
nifi.cant U meant that for that particular phoneme's position, the rank order
relétionship between lexical and nonsense utterances would not be sim'ilaf.
Those phonemes and their significant U's are listed in Tables. 1 and 2.

Thus, nine of the consonant position.s were significant, and two of
the ‘vowel positions were significant. |

Inspection of these Valués for the twenty phonemes illustrates a
variety of findingﬁ. |

1. Eight contexts found in the nonlexical utterances were not

present in the Thorndike-Lorge data. The contexts found



45

*MANN WHITNEY U COMPARISON BETWEEN THORNDIKE—LORGE
AND NONSENSE UTTERANCES

TABLE 1

Consonants

Phoneme ' Singles , ' Blends

/A 1/UA F/A F/UA 1/A 1/UA F/A F/UA

r .
.S Sss ss
| l 37.5 ' .006 '

z 2 -
t Sss - - - Ss -
d . - NSU - - ss -
f NSU ss - -

Sss SS : -

ss ss v » -
k 25 v .02 ss
d 13 ’ ss 3 - NSU
g 20. 5 .024 v ' NSU

TABLE 2
Vowels
Phoneme I/A I/UA F/A F/UA M/A M/UA
u NSU
e . .036 _ ’ -
i .004 :
NC NC . NC
NC NC NC

numbers = level of significance of the U, alpha level of .05
ss = sample sizes too small for statistical analysis

NSU = context absent in nonsense utterances

- = context absent in both samples

NC = contexts not considered in this position

*This was a two-tailed test
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only‘in-thé nonlexical list were primarily vowels and initial

and final COnsonént blends. These contexts and their distri-

butions can be found in Appendix IV."

Tweive contexts were abéent in both distributions. These were

pfimarily in the initial and final blends. These contexts and

their distribiitions can i)e found in Appendix V.

Eleven of the phonetic coniext distributions had samples too‘y

small for statistical analysis. Lists of these distributions

ap;iear in Appendix III. |

é. /s/ singles--F/UA shows two contexts in both the
Thorndike-Lorge and nonlexical distributions. The
/a‘s/ appeared in both.

~b. /s/ blends--F/UA shows two contexts for both lexical and
nonlexical distributions. These contexts are in no way
similar.

c. - /t[f/ singles--I/UA shows two contexts for both distribu-
tions. The /tfa/ predbminates in both.

d. /t// blends--F/A shows two contexts in each distribution.
These are /ntf / and /rtf / with /ntf / being predominant
in both.

e. /dg/ blends--F/A gives two contexts for each distribution.

Both contained /ndg/.

2



47

f. /f/ singles--F/UA contains one context for each distribution.
They are in no way similar.
g. /f/ singles--1/UA shows one context--/fa /-~for both.
h. /f/ singles--F/UA shows one context for each and arev
not similar. |
i. /k/ blends--F/UA.gives one context for the lexical dis-
tribution and two for the nonlexical distribution. The
contexts are completely diésimilar.
3. /d/ biendS--I/A shows one context--/dr/--in both
distributions :
| k. /al/ vowels--F/UA shows one context for both distributions.
They were not similar.
4 13% of the U's were found to be significant. These contexts
can be found in Appendix VI. |
Looking more closely at the eleven contexts in which there was a
significant’ difference between the lexical and noniexical distributions,
ohe éan see the influence of statistical artifacts. Several of these cén-
texts are significantly different because the lexical distributions have a
lesser variety of contexts than the nonsense utterané:es. However, the
frequency of similar contexts in thé lists may not differ greatly, and the
rankings are similar.
. 'The sécond research hyﬁothesis stated at the onset of this study was‘:

There is no significant difference in the phonetic context distributions of
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' lexical and adult-generated nonsense utterances. Thirteen percent, or.
eleven ouf of 82 , of the Mann Whitney U's were significaﬁt.- The proba-
bility of getting 13%ﬂ'significant U's by chance is .001791. Proba'bi‘lity
values range frqm 0 fo 1. A value of 1 stands for absolute certainty, and

0 indicates théi‘e is no ¢chance at all that the eveﬁf w’ilvl occur. T_herefore_,
the probability of getting 13% significant _I_J'S by chance is very slim. Thus,
the research hypothesis was éccepted. Certain phonetic contexts are
Qenerated by speakers mére regularly than others. Zipf's lLaw of least

effort has been given \;alidity. There appeérs to be content validity for the .
nonsense uttera'nvces in compérison to the lexical oneé. The context dis-
tributions obtained frdm adults seem to be representative of the universe

of 1ex1¢a1 distributioﬁs. People tend to call upon certain contexts more
often than others. Thué, these aré the ones that should be emphaéized

in therapy.

Conclusions.

_ Th.e twenty phonemes were analyzed according to phonetic contexts
and could bé rank ordered by frequency of occurrence. Statistical analysis
showed that ohly 13% of the phonetic context distributions in the two lists
were significantly different. Some of these were due to stétistical artifacts.
Thus, both research hypotheses,/ stated previously, were accepted.

. Content validity, as described earlier,‘ involves the adequacy of the

sampling or representativeness of the part as a measure for the whole.
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Here, the universe was the phonetic context distributions, represented
by the Thorndike-Lorge list of 1,000 most frequently occurring words. It
was found that the context distributions in adult-generated nonsense

utterances are representative of the universe of phonetic contexts.



CHAPTER V
SUMMARY AND CONCLUSIONS

Various word vs‘tudies of vocabulary usage have evolved througﬁ the
years. Many word frequency counts have been done, but little has been
done to obtain an objective evaluation of frequency of context usage.
George Zipf began studies of this type in 1927. He stated that people
tend to speak in the shortest and most effortless means available to them.
Griffith and Miner (1973) found an orderliness in the frequency distributions
of words during speech. Their information was centered around the
,Thorhdike-Lorge list of 1,000 most frequently occurring words. However,
it was not known if people used certain phénetic contexts more often than
others. There was a need for a tool to evaluate phonetic context usage
sihce the present stress ié upon accountability and veriﬁcatibn of
semantic usage.

The rﬁain purpose of this study was to compare the' phonetic qontext
distributions of lexical and nonlexical utterances and to determine if there
was a significant difference between the frequency rank order of'phonetic
'contexfs in the two distributions. The stéps taken were: (1) selecting a

sampling method for eliciting nonsense utterances from adults,

50
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(2) collecting and taping these samples of nonlexical utterances, ‘(3)_
transcribirlg lhe nonlexical utterances, (4) dividing thé transcriptions

into syllables and placing the accent marks over the stressed syllables, ‘
(5) determinirlg the examiner's reliability in transcribing responses,

.‘(6) cétego’fizing the contexts accqrding‘to syllabié positions ahd stress,
(7) rank ordering each phonetic context according to frequency of occuf—
‘rence for each possible posltion, (9) comparing the lexical and nonlexical

distributions, and (1‘0) determining whether there was a significant differ-

- ence between lexical and nonsense distributions.

The questions posed at the beginning of this study were:

1. What is the resultant rank order of frequency of occurrences
of phonetic contexts in nonlexical utterances for the follow-

ing twenty phonemes: /t/, /s/., /V/. /z/., /*f/. /ds/.
VO VEWL VW Y4 VNN VIRV Vs VANV Vs Ve
/a/, /e/, /a/, and /i/?

2. To what extent do the phonetic contexts of the nonlexicél
utterances rank order themselves in a manner similar to
their frequency of occurrence for each of the twenty
phonemes in the English language?

Nonsense utterances were elicited from college students of Eastern
Illinois University, Charleston, Illinois, by giving them a paragraph with
the key words left out. Thirty-four responses were produced by each -
subject. These responses were recorded with a Rheem Califone, model
70-TC, tape recorder at a speéd.of seven and one-half inches per second

on silicone lubricated 1.5 mil acetate concert tape. The utterances were

transcribed with the aid of Kenyon and Knott (1953) and according to the
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method used by Griffith ‘and Miner (1973). The utterancés were divided
into syllables and accent marks were placed over thé primary stressed
‘syllables. Then, each syllable was analyzed according to phonetic
context.

Intra -examiner reliability was 'determined by ‘transcribingvagairvl the
utterances and syllabicating the words of three ;‘andomly‘ selected tape
samples two weeks after the initial transcription. A percentage of agfee—
ment index was then computed--99%.

’ Each phoneme was then analyzed according to context of occurrence
and ;“)os’ition of occurrence in syllables. For consonants, the initial and
fina‘l positions, accented and unaccented, were used. For vowels, initial,
final, and medial positions, accented and unaccented, were used. The
- contexts found were then rank ordered accord‘ing to frequency of oécurrence
for each of the positioné.

For each of the context positions containing three or more items, a
Mann Whitney U Test (Downie and Heath, 1970) was cdmputed. A total
of 82 U's ‘were computed. An alpha level of .05 was set. Eleven of the
82 U's were significant at this level. Therefére, 13% of the phonetic
context distributioﬁs varied in the nonsense utteranées from the lescical
Thorndike-Lorge list. Eleven of the comparisons yielded samples too
small for statisﬁcal analysis. However, several of these eleven contained

contexts that were of equal proportions in both samples. Also, many

-
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statistical artifacts came into play in the 13% that were significantly
different.

~ This was a study ‘of content validity. Were the nonlexical utterances
rep'resentatNe of the universe of phonetic contexts? The Thomdike—Lo;ge
list ‘anéle‘is b"y Griffithv and Miner (1973) was the_univefse of phonetic
| contexts. Because of thé high percehtége of nonsignificant U's, it seems
" that people tend to call upon certain cqritexts mofe fegularly than ofhérs '
and that these contexts produced in artificial situations represent the
universe of lexical contexts. |

The reséarch hypotheses posed at the beginnihg of this study were

accepted. Thus, bhonemes can be rank ordered according to freqﬁehcy of
occurrencé of phonetic contexts, and there is not a significant ‘difference
in the phonetic context distributions in lexicél and adult-generated non-
sense utteranées. ' Althougﬁ the éontext distributions were not identical,

a general overview shows that speech is repetitive.

Implications for future research.

Several applications for further study seem to be indicated from the
results of this study. Follow up studies might indicate:
1. An investigation of how these nonlexical phonetic context’
distributions compare with the Thorndike-Lorge list of

10,000 words .



An investigation of phonetic contexts in artificial situations
according to specific age and educational levels.

An investigation of specifically, misarticulated sounds
according to phonetic contexts when nonlexical items

are used as articulation stimuli.
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APPENDIX I

INSTRUCTIONS TO SUBJECTS

A short story will be given to ybu. The key v_vords‘ ha{/e been left out.
I want you tp fill in these blanks with nonsense Wt)rds—-words that are
nét known to our language. Here are two examples:
The tass is liggy. |

The lutz bined the dows. (Berry, 1969)
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APPENDIX II

STORY GIVEN TO,SUBJECTS
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A and _ were and _in the The
to the in the to
The with The to the
and tﬁe to the The
for the by the and in the
‘and



RESULTANT RANK ORDER DISTRIBUTIONS OF PHONETIC CONTEXTS

|

| | APPENDIX III

\

| FOR TWENTY PHONEMES

T-L = Thorndike-Lorge
Ns. = Nonsense

/r/ Singles
I/A
T-L Ns
[re]) 7 [z1] 25
[x4) 6 (ra) 18
(re) 5 [ xee) 17
| [za1] 5 [xi] 12
[x1) 4 (xu) 9
[ro) 4 [xo) S
f [xu) 3 (ze) S
[ xee) 2 [xax) 4
(xa) 2. (ravu) 3
[xav] 2 (r.) 1
(xza) 1 (re) 1
[(xo] 1 (ru) 1
42 101
I/UA
[x1) 16 [za] 4
(ra] 2 [ xee) 2
[re) 1 (xi) 1
19 [xu) 1
(ze) 1
’ 9

S7



[ex]
[1x)
{or)
[ar]
[ox])
o)
[eex])
[(a1x)
[avx)

[pr])

[ty

- [ox]
(bx)
(£x)
[ar)
(stx)
[kr)
[ex]
(spx)

- [prJ

[tx])
[ax[

13 .

12
11

el —
D DTN N OO

oonww

F/A

F/UA

(r(vBlends ’

I/A

1/UA

[ox)
[ar)

[ex)

{1x)

[ex)

[or)
[ex]

(£x)
[xr]
[tr]
[br)
(or]
[dr)
(pr)
[ox)
[skx)
[stx)
[/x]
(mr)
[3x]
[wr)
(sx)

2

21
12

61

mlww

- NN W
O O W+ ’

. . —
Io—'u—-l—'Nw.b-hobU'lOﬁU‘I

—
w
(Ye]
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(rt)
[xa)
[xm)
[xk]

(rs)

[rag]

[xe]
(xn)
[rt)

[se)
[s1)
(sa)
[sal)
(si)
[sx)
(se]
[s5])
 [90)
[su)
(savu)

(so1)

—
o

‘IHNN‘w‘wwmoo

)
N

22

—
onN

(o]
mli—'b—'l\)l\)h(ﬂmcﬁmto

F/A

F/UA

/s/ Singles
1I/A

[rk)
[xp]
[xrt)
(x£)
(xn])
(zt/)
[rm]
(xd)
(xrb]
(x/]
[rst)
[xo)
(xe)
[rz)
(rs)
[zv]

(x£)

(s1]
[s4]
[so)
[sa)
([ see)
[su]
[se)
[sax])
(se)
(s.)
(s>]

—
N

[o)] . —

— W
N =

©
OINNN(»AMUIO)(D

- 589



- [sa)
(s>)
[se)
(so)

(1s)
[es)
(es)
(es)
(is)
(o8]
[als)
[s)
(as)
[os)
" [us)
(avus])
[o1s]

[is]
(o8]

[st]
(sp]
(stx)
[sk)
(sm)
(spr)

— === DNWWWoO o O o

=N
N

—
N | 0

19

N W D

I/UA

F/U

F/UA

/s/ Blends
I/A

[sa)
[s1)
[si)

~ [sa}

(su)
[se)

[so)

[1s)
[as)
(s8]
[es)
(8]
(us)

[aus])
[als]

(es)
[is)
[o1s)
[»s]
[os]

[as]

[(»s] -

[st)
[s1)
[sk)
[sn)
[sw)
(sm]

||—'_o—'ww(n(h\l

’ . — = [\
=~ DNDWWwWbdMoooOODD_EO n

~N
N

16 -

15
13
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(sp1)
[ skw)
(sn])
[s1)
[sw)

[st)
[ns)
(ts)
[xs)

- [ks)

[sk)
[nst)
[1s)

[kst)

(ns)

- [st)

(1]
- [19)
[1e)
[1a1)
[11)

l.—a.-a.—ap—a._a

(9]
—

o . —
=N WwWh o

cdw.u

oo 3N O

1/UA

F/A

F/UA

/1/ Singles

I/A

(st)

(str)

[sx)

(sp)

[sn])
[sx)

(st)

(ks )
[st)
[sk]
[ts)
(ps)
(ns)
[rs)
(sp)

[ts]
(sk]

[11)
[ 12e)
(1a)
(1.]

[1u)

wlv—aN

~19

15"
10
10



T-L Ns
[11) 4 - [14) 8
[10) 4 [10]) 7
[ 12e) 3 [1a1] -5
[1a) 2z (1e) 3
(1») 1 [1¥) 3
[1au) 1 (1au) _1
51 ' 116
I/UA
| [11) 10 (1i) 24
[1a) 3 (1) 11
[1a1] _1 [11] S
14 (12] 3
‘ [1a) 2
(1a1) _2
47
F/A
[11) 12 [11]) 13
[o1) 10 [(41] 6
[o1) 8 (a1) 6
(e1) 6 [2e1) 5
[al) 4 - (e1) S
[v1) 4 [o1] 3
(se1) 3 (A1) 3
[el) 3 (1] 2
(a11) 3 [v1] _2
[o11] 2 5
[v1]) 2
[11] 2
[Al] 1
1) 1
61
F/UA
[a1) v 9 [a1) 139
[o1) 2 (a1] 2
11 (ee1) 1
(41) 1

143
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49

46

34
18
17

16

—

/1/ Blends

(k1) 10 (b1)

(b1) 4 (£1)

[£1) 4 [x1)

(91) 2 (p1)

(>1) 1 [o1)

, [s1) 1 (s1)

(sp1) 1 (/1]
- 23

I/UA

(g1) 2 [b1)

[b1) 1 (p1)

: 3 [£1)

' (/1]

F/A o

- f1a) 13 [1t]

[1£) 5 (1p)

(1t) 4 (z1)

(1p) 1 (1£])

(1) 1 (1t/)

(1v) 1 [14)
[1vz) 1
[1s) 1
[10]) 1
: 28

F/UA
(14)



[z1)

[ZAJ
(za1)

(za)
(z1)

[12)
(uz)
(oz)
(iz)
(2]
[a1z]
(ez)
(ee2)
[oz)
(ez)

.bll—-r-t—'r—-

.b'o—'oo

w v
u'»—-mwwh.&.&mmm

/z/ Singles

1/A

1/UA

F/A

- [=z1]

[ zee)

[24)

[zu]
(ze])

(ze)

(z.)
(za)
[zo0]
(z>)
[zav)

(za)
(z4)
(z)
(zx)
[zu]

(2a)

(z0)

(2]
(12)
(az)
[oz]
(uz)
[iz)

o~
(9]

<
I.—-Nmoo.b-mcncoooco

w

—
.J:-I.—-NNNNN(»

—
- DN W O;wo

w
o
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[1vz]

[nz]

|—d|o—-

F/UA

/z/ Blends
1/A

I/UA

F/A

F/UA

(uz])
[iz)
(az])
[s2z)
[oz)
(e2z]

(zw]

(z1)

[tz]
(9z]
[bz]
(rz]
[nz]
(dz]
[nz]

z]
L5

[gz]
(1z]

(nz]

—
Ol—= = W s v

N|o—-|—¢

et
col.—-.—ommwwoo
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(t/e]
(t/1]
(t/1]
[tfe]
[ t/e]
(t/a)

(t/ar)

(t/»)

(/o]

(/3]

[it/]
(1¢/)

[-t/]

(=t/]
(atf]
(»t/]

ﬁ.c / Singles
I/A
2
1
1
1
1
1
1
1
9
‘ I/UA
3
_1
4
F/A
5
3
3
2
1
1
15
F/UA
4‘5[ / Blends
I/A

I/UA

[th]
[t/a)
[t/1]
(tr4]
(t/.]
[ t/2)
(t/o)
(t/av])
(t/a1)

(/=]
[¢/e]

)
i
(at/)
(ut/]
(~t/]
(=t/)
(et/)

a3

o -
w'r—-:\) ol.—-»—ao—av—'r—wabm

[\
h'wwwwmmm
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[nt/]
- [x/])

.blo—'(»

(dze]
[dz»)
[d3o1]
[dza)
(dga)
(dso)

—t
Q= DN DN W w b

(ds=]
(az1]
[dst]

(eds)
[143]
(eds)
[ ~ds)

U"ll-‘l—‘l—'N

.blb—-o—'N

F/U

F/UA

é‘ / Singles
I/A

I/UA

F/U

(nt/]
(xt/]

(az1)
(dz.)
(d3i]
(dza)
(age)
(d30)
(dz2)
[d3ze)
(dzu)
[ azee]

[dzavU])

(dza1)

[az1)

[ads)
(seds )
[ Adﬂ]
(vd3)
(ias)

o

w
co|o—-»—-.—-.—-www.l>mcnmoo

(D||—-o—'n—-r—-.b
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F/UA
- [1a3) 1
, 1

@5( Blends

- I/A

I/UA

F/A

(xd3) 3 (ndg)
(nds) _2 [a3d)

5

F/UA

/f/ Singles

I/A
[£1) 8
[£2] 7
[fa) 6
[fa1) 6
- [fe) 4
([ £e) 4
[fo] 4
[£1) 3
(fu) 2
[ fu) 2
[£>) 2
[fav] 1
54
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I/UA
(£a) 2
[fo] 1
[£>) 1
4
F/A
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APPENDIX IV

PHONETIC CONTEXTS PRESENT IN
ONLY NONLEXICAL UTTERANCES

Singles

I/A | I/UA | F/A F/UA '.M/A M/UA
r
Blends

1/a | 1/UA | F/A F/UA | M/A | M/UA
A s r
S |/ S 1
k g g

n

Vowels

I/A | 1I/UA | F/A F/UA | M/A | M/UA

o cQ




APPENDIX V

PHONETIC CONTEXTS ABSENT
IN BOTH DISTRIBUTIONS

Singles

1/a | 1/Ua| F/A F/UA | M/A | M/ua
t/
Blends |

I/A |1/UA |F/A F/UA |M/A |M/UA
\74 \7A t/
d; ds dg
f
z [
Vowels

I/A | 1I/UA | F/A F/UA | M/A | M/UA
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APPENDIX VI

PHONETIC CONTEXTS FOUND TO BE SIGNIFICANTLY DIFFERENT
- BETWEEN LEXICAL AND NONLEXICAL UTTERANCES

~Singles
1/a |ua | e/a | rr/ua | M/a | M/UA
g g
]
Z
d
K
Blends
1/a | 1/ua | r/a F/UA | M/a | M/UA
d
Vowels

/A | 1/UA | F/A F/UA | M/A | M/UA
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